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Abstract
Online reviews provide facility so that internet user can give review about an aspect. Sentiments about a product are useful and have an influence in decision-making by person or organization. As in an opinion, reviewers and provide positive and negative reviews simultaneously. This is due, opinions targets are often not the product as a whole, but rather part of a product called the feature, where there are advantages and disadvantages in the eyes of reviewers.

In this research, sentiment will be identified based on its opinion. Opinion data used in this research is in English, taken from the site www.cnet.com. The product conclusions presented based on product features. Thus, there are two processes undertaken in this research: (1) Extraction of product features in opinion, (2) Sentiment identification for each product feature. Feature extraction is done by searching for phrases that match the relation dependencies template, and then do the filtering feature. In sentiment identification, the positive and negative probability value, and also the target class of the feature opinion, became S^3VMs input parameters. In the study by S^3VMs, some data are treated as unlabeled data. Results obtained from this study for the evaluation of sentiment identification with F1-Measure at 86% for positive class and 70% for negative class. As for feature identification obtained 82% accuracy. For further development of this research, Improve SVM is suggested to handle the unbalance data problem. Mapping to implicit feature is also advisable to identify more product feature.

1. Introduction
Currently the Internet is not only used as a media to access information, but also as a media to share information. Information is categorized into two [5]: knowledge (facts), or opinion. Both types of information can be easily shared by Internet users, or which is known as User Generated Content, through a variety of facilities, such as: blogs, product review sites, social networking, forums, Question and Answer sites, voting sites, etc.

In the survey conducted by comScore (2007), and Horrigan (2008), found that 81% of internet users in the U.S. use the internet to search for products to buy, and more than 30% of internet users provide a review of a product purchased [1]. An online review is one medium that provides facilities so that a reviewer can give reviews or opinion, in the form of thoughts, suggestions or just comments. Reader, with their intuitive abilities, is able to know the sentiments of the reviewer of a topic of discussion, by browse the websites of online reviews available. Overview sentiment on reviewer opinion given can be used as one of the parameters of the analysis, such as the experience of others who have purchased a product determines a person's decision to purchase a particular product. The problem is, so many opinions are available, so that the reader will be overwhelmed if they have to read and analyze one-by-one reviewer's opinion. Another problem is, reviewers often provide an opinion on the positive and negative aspects of the product. Thus, an
opinion would be better if not simply be generalized into an expression of sentiment, but need to be separated by aspect or feature.

Based on these problems, it would be a benefit to the review searcher when there is an overview of the results of sentiment analysis of a product opinion. To achieve this, the opinion of the reviewer needs to be analyzed, identified and extracted features, and classified into class sentiment expressions such as: negative, or positive.

Currently, the method focuses on the paradigm of unsupervised learning, where all the data are not labeled, and supervised where all the data is labeled (for the training and evaluation). SVM included in the category of supervised learning, so in this case the overall opinion that the data will need to be labeled as a guide to determine the optimal position of separating hyperplane. However, the application of sentiment mining implementations, with many and varied opinions of data exist, it needs great effort and cost for labeling each of the data used for learning. Semi-supervised methods Support Vector Machines (S3VMs) used in this research. The expectation is, S3VMs method can classify opinion into its sentiment expressions using combination of labeled and unlabeled data. The advantage is that the classification can be done though labeled data is scarce.

In this paper, presented the design and analysis for sentiment analysis based on its feature. The first part of this paper, presented the background and purpose of the study. The second part of this paper presented the overview of the previous study about these topics. The third part of this paper, presented the system design from opinion text as input data, transformed into information based on sentiment of its feature. In the fourth part of the paper presented results of the identification process with a typed-feature dependencies as well as the identification of its sentiment by using S3VMs.

2. PREVIOUS STUDY

In the previous study [17], the method used to classify opinions into the sentiment expressions: unsupervised learning method using Pointwise Mutual Information (PMI) [23], a dictionary-based or lexicon-based [22], and supervised learning with machine learning methods such as Naive-Bayes Classifier, Maximum Entropy, and Support Vector Machine (SVM) [17]. In [17], compared with other machine learning methods, SVM method obtained the best performance.

As in [23], sentiment analysis is done using a semi-supervised method. In this study a semi-supervised methods that are used include: Self-trained Naive Bayes, Co-training, Expectation Maximization (EM) based SSL, and S3VMs. Through this study it was observed that the EM-NB consistently contributed well to the performance of the system, while S3VMs shows the reverse.

3. RESEARCH METHOD

The design of the system is generally illustrated in Figure 1. Based on the illustration, there are 4 major processes undertaken, include: Data Preparation, Feature Identification, Weighting, and Sentiment Identification.

The purpose of data preparation is to prepare the data to be processed by the classifier from data acquisition to stage the data labels. Steps being taken in the preparation of data include: Data Acquisition / Taking a review of reviews online content, and then perform the Symbol cleaning.

In Feature identification, opinion processed with Part-of-Speech tagger, so that the resulting opinion with word class tag. The Stanford parser used as a POS tagger. Once the dependencies words and word relationships known, we do filtering so that only the features that meet the relations contained in Table 1 are then determined as a feature. Explanation of the process is done at this stage include:

Tagging : using the Stanford tagger, every opinion annotated with the word class and word relation.

Extract frequent candidate feature : This stage is to extract features in opinion, which is adapted from [12]. Then do filtering using-typed template dependencies is adapted from [12], but there are a few additions, namely the handling of a negative, so the template used is as in Table 1:

Filtering and grouping feature: do filtering feature using the threshold, so that only the features that often arise which are considered as features. Filtering is also performed on the features of synonyms, such as 'photo', 'picture', and 'image' are only considered as a feature of 'picture'.

Feature-based labeling: Any opinions which are separated by sentence labeled with class sentiment expression, positive (1) or negative (-1). Labeling imposed on the entire data manually by 3 people. Label the end of each opinion is the label of the Table 1. Used Dependencies Relation Template

<table>
<thead>
<tr>
<th>Template</th>
<th>Feature</th>
<th>Opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN-amod-neg-JJ</td>
<td>NN</td>
<td>Neg + JJ</td>
</tr>
<tr>
<td>NN-amod-JJ</td>
<td>NN</td>
<td>JJ</td>
</tr>
<tr>
<td>NN-nsubj-neg-JJ</td>
<td>NN</td>
<td>Neg + JJ</td>
</tr>
<tr>
<td>NN-nsubj-neg—VB-dobj-NN</td>
<td>NN</td>
<td>JJ</td>
</tr>
<tr>
<td>NN-nsubj-JJ</td>
<td>NN</td>
<td>JJ</td>
</tr>
<tr>
<td>NN-nsubj-VB-dobj-NN</td>
<td>First NN</td>
<td>Last NN</td>
</tr>
</tbody>
</table>
In Weighting stage, weights are determined by taking the probability of a positive and negative sentiment terms from the dictionary Sentiwordnet 3.0. Term used are trigram, bigram, and unigram. The weight of the calculation and the label will be on the classifier input features.

A sentiment features identified by S3VMs classifier. There are two stages, namely: Training, and Testing. In the training phase prior prepared training dataset with a dataset consisting of positive label (1), and dataset with negative labels (-1). Dataset then separated again, so that the resulting new dataset that contains the data to be treated as unlabeled data. Parameters accepted by classifier include: weights, labels (target), the kernel function and its parameters, and the C parameter which represents the upper limit (upper-bound).

The process is divided into 2 types:

**Training process**: Finding separating hyperplane / model using training data. Training data is a combination of labeled labeled data and unlabeled data are treated as the data with the performance evaluation purposes.

**The process of testing**: Perform tests to testing the data. At this stage it will be measured by the level of its performance measurement parameters: precision, recall, and F1-measure, this parameter is used as an evaluation system.

Figure 1. Research Global Process

4. **RESULTS AND ANALYSIS**

4.1. **Feature Identification**

Feature identification began by extracting features that are often mentioned in the opinion. Candidate feature extraction is done using templates that defined before. The feature candidates already pass the grouping stage. As for this research, there are 82 features that defined.
Table 2. Feature Identification Result With Threshold 1-10

<table>
<thead>
<tr>
<th>No</th>
<th>Threshold</th>
<th>Feature Candidate</th>
<th>Non-Feature</th>
<th>Undetected Feature</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1405</td>
<td>1325</td>
<td>2</td>
<td>97.5%</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>362</td>
<td>282</td>
<td>2</td>
<td>97.5%</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>201</td>
<td>123</td>
<td>4</td>
<td>95.1%</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>128</td>
<td>56</td>
<td>10</td>
<td>87.6%</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>96</td>
<td>29</td>
<td>15</td>
<td>81.7%</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>73</td>
<td>6</td>
<td>15</td>
<td>81.7%</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>69</td>
<td>4</td>
<td>17</td>
<td>79.2%</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>52</td>
<td>1</td>
<td>20</td>
<td>75.6%</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>47</td>
<td>1</td>
<td>20</td>
<td>75.6%</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>44</td>
<td>0</td>
<td>21</td>
<td>74.3%</td>
</tr>
</tbody>
</table>

The percentage of accuracy obtained from a reduced number of candidate features many non-features that are detected as a feature.

4.2. Sentiment Identification

To determine the effect of amount of labeled sample to the classifier S3VMs, selected data distribution 70:30, the constant \( c = 1 \), as well as the RBF kernel and \( \gamma = 0.5 \). This is the combination of parameters that produces the best accuracy among the four test datasets SVM. The testing result shows in Figure 3.

The graph shows, at every decline in the number of data samples are labeled, also followed by a decrease in the value of F1-measure evaluation. However, the graphs also indicated that the data are not labeled are able to help so S3VMs can find the right hyperplane. It is seen from the decline of the evaluation for POS classes based on accuracy and F1-measure, the overall data (100%) given the label, with the data that 40% of them do not have a target label, the difference in the largest decrease in F1-measure is only 0.88%, ie when the number of labeled samples is lowered by 10%. Whereas when the number of labeled samples derived respectively 20%, 30% and 40%, the percentage of F1-Measure for POS classes can reach values higher than 100% labeled data.

As for the NEG class data, the difference in the largest decrease when the number of labeled samples is reduced by 30%, the decrease in F1-measure of 1.392%. F1-measure the percentage had increased when the number of labeled samples is lowered by 20%, ie an increase of 0.032%. However, the labeled sample decreased by 10%, 30%, and 40% indicated S3VMs performance F1-measure is decreasing.

Figure 4 shows the processing time effect when the number of labeled sample decreased. As shown on the graph, processing time S3VMs be higher when performing data processing labeled 90% and 80% labeled data. But it was able to process faster than SVM processing time when process data labeled 70% and 60% of data labeled. However, when seen from the processing time, the maximum difference between the processing of the SVM and S3VMs of only 1.07890708 seconds. Based on these results it can be concluded that the classification by using S3VMs only slightly sacrificing processing speed.

![Figure 3](image-url)  
*Figure 3. The result for amount of labeled data scenario, compared to performance in F1-measure percentage*

![Figure 4](image-url)  
*Figure 4. The result for amount of labeled data scenario, compared to processing time while training*
5. CONCLUSION

Based on the research that has been done, resulting conclusion as follows: Determination of the sentiment expression of feature-based opinion using all labeled data resulting F1-measure reaches the highest obtained with the selected class is 86% positive. As for the negative obtained the highest F1-measure is 70%. This shows the SVM good to classify positive sentiment, but the performances decreased when classify sentiment classes. This could be due to the characteristics of the unbalanced dataset with negative data only about one-third of the overall data. The parameters used SVM is a constant c = 1, kernel = RBF, and gamma = 0.5.

Balancing techniques with down-sampling of data is observed not help increase SVM evaluation results significantly. The classification results on balance the data obtained F1-measure testing for positive class by 75%, and negative class by 76%, which are not better results when compared with the classification of data unbalance.

Semi-supervised classification using SVM can produce the observed performance in terms of processing speed and performance in terms of accuracy, precision, recall and F1-measure are not much different. On classification using S3VMs with data reduction by 40% labeled F1-measure results obtained for the class of 85 145% positive, F1-measure which is the highest margin of only 1.576354% of the F1-measure on SVM classification using the entire data labeled. The labeled data reduction of 40% means that the amount of unlabeled data is 406 of the total 1450 data.

Classification using a Semi-supervised SVM observed an increase of the time, but not very significant. Reasonable time increase occurs because the increased computing is done when the semi-supervised SVM to process unlabeled data. In the study in this research, the observed difference between the maximum increases in processing time is equal to SVM and S3VMs 1.07890708 seconds.

With such results, it can be concluded that a feature based sentiment classification using S3VMs can produce equally good results when compared to classification using SVM. Classification by using S3VM also more favorable in terms of (to provide data labels from expert user), and can directly impact on cost savings. However, classification using S3VM also has a weakness, which can result in long processing time if the data are not labeled very large (too much repetition in S3VMs process), it is difficult to be optimized [24], and can get stuck in a local optimum (due to the step : check slack> 2).
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