Information Systems International Conference (ISJCD- 4 December 2013

Comparison of Intelligent Water Drops and Backtrack
Algorithm in Solving Travelling Salesman Problem

Indra Maryati*, Gunawan**
* Department of Information Technology, SekolahddnTeknik Surabaya
** Department of Electrical Engineering, Facultylnflustrial Technology, Institut Teknologi SepulNbpember

Keywords: ABSTRACT

Intelligent Water Drops Travelling Salesman Problem (TSP) is a classicablem to find the best

Meta-heuristic Algorithm and minimum solution for a salesman to travel &the city and return to the

Swarm Intelligent Algorithm start point of his journey. With the problem, thare several ways to get the
Optimization Algorithm best solution using different algorithms. Backtraalgorithm is one of

algorithm that can be used to find a solution ilPTBacktrack algorithm has
weakness in processing time/duration, whether tbkitien is always
optimal. The new algorithm, called Intelligent Walrops (IWD), is one of
meta-heuristic algorithm that inspired from the imotof water flow in a
river. IWD also an optimization algorithm, this atfghm will search for the
optimal path or solution for the problem. IWD isoslen because it has better
performance in time/duration rather than Backtrdgorithm in finding the
solution. In this paper will explain how the worgsof IWD and compare
with Backtrack to clarify the algorithm. This algibmin shows a magnificent
result to solve TSP with minimum cost and time.

Travelling Salesman Problem
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1. INTRODUCTION

Travelling Salesman Problem, called TSP, can bmekfas the problem of determining a route of
traveling salesman to visit each city exactly oaod returns to the origin city, with the assumptibat all
distance or cost of travel between the cities isvikm and each city have to be visited only onceéhm
salesman’ route. The purpose of modeling this @bk to facilitate the optimal route search, iis tase is
minimal in terms of distance or travel cost of thar, which visited all the cities and returns be trigin
city.

TSP was first formulated as a mathematical prokilert930 and has since become a very popular
optimization problem. But the real problem has &xissince the 19th century. Reference to this pralitas
been around since 1832 in which a guide book ftasgaen, have been published in Germany. This book
contains five important that visiting these cit@sund Germany and Switzerland. These routes carsdx
by salesmen to get around efficiently in dozensitiés.

TSP is often used in testing the effectiveness rofalgorithm for optimization. However, each
algorithm has its advantages and disadvantages Biliektrack algorithm has its disadvantages in
time/duration to find a solution. Algorithms thaged to search for optimal solutions inspired byrhtural
state belonging to the meta-heuristic algorithmbee Thost commonly used algorithms for optimization
problem is Genetic algorithm, however, in this papéll use other meta-heuristic algorithms, namely
Intelligent Water Drops (IWD). IWD is an algoriththat is inspired by the movement of water in therri

[1].

As the IWD is one of meta-heuristic and swarm ligehce algorithms, it can find the solution
faster than Backtrack algorithm but IWD may notdfithe optimal result in like Backtrack algorithmitf
implements in different cases or problems. In thisearch will implement IWD algorithm in solving PS
and also it can prove that IWD algorithm can usedre of algorithm to find solution faster than Baack
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algorithm. With IWD, there will be more variance mta-heuristic algorithms that can be used byestisd
to search solutions besides Genetic algorithm.

2. LITERATURE REVIEW

This research is based on some other literature gh@posed by other researcher. Backtrack
algorithm, one of heuristic algorithms, is the altfon in finding optimal solution. As the developnteof
research method and others factors, meta-heurisigsrithm was introduced to improve heuristics
algorithm. IWD as one of meta-heuristics algoritamd Swarm Intelligence algorithms that based on the
state of nature of moving water in the river.

2.1. Natural Water Drops

IWD algorithm is one of the Swarm Intelligence aitiuns, where the algorithm is based on the
state of nature of the movement of water in thertiWoving water on a river comes from a source \aitid
be heading to a destination. Water traveling frén@ $ource to the destination on the river is notgs
smooth or straight but has turns. Thus the river maltiple lines, where each line has a beginnimg) @n
end. On the riverbed which the water flow throughaiso contains soil, where the amount of soil e t
riverbed will affect the selection of the path & ¢hosen by the water. Usually the water will temdhoose
the path of the river that has less amount of soil.

If the water flow through a river, soil on the nibed will come up along with the flowing water. So
that the flowing water in a river contains a numbgsoil. Everything that moves must have speekkewise,
the moving water, the water velocity will affecetamount of soil taken on the riverbed. River étss soil
will cause the water velocity increases, insteadrieér with more soil will cause the water velocity
decreases. The water velocity will also affect aneount of soil taken in from the riverbed. Wateatthas
more velocity will collect more soil on the rivexhenstead of water that has less velocity willyoobllect
less soil.

From the observation of natural water in the riviee flowing water has 3 properties, i.e. the
amount of soil that it brings, the velocity of tivater itself, and the city that has been visitedeRhas only
one property, i.e. the amount of soil on the riegkblf the water has reached the goal, it will elected the
fastest path to reach the goal. The fastest pahieipath that has the shortest distance travénsedter.

2.2. Intelligent Water Drops

The IWDs algorithm is based on the natural wat@pdrin the rivers as explain before. Flowing
waters will denote as intelligent water drops irs thlgorithm. Each of the intelligent water dropdl Wwave
amount of soil which is denoted 8©ILwp, velocity which is denoted a#&Lwp, and the visited city which
is denoted a¥Cwp. Path in a river also contains some soil in thverbied, this soil denoted &OIL][i,j]
wherei is start of a path arjds the end of a path.

IWD algorithm need graph as the input problem, thésans the problem have to represent in graph.
In a graph, city will represent as the verticeslavpiath represent as the edges. Amount of S@lli([i,j]) in
a path is initialize with initial value that hasdmegiven by user. Amount of soiSQIlLwp) and velocity
(VELwp) in each IWD also will initialize by user. Usesalwill initialize the number of IWD that will usa
the algorithm, which is usually same with the nuniifecity in the problem.

Iteration in IWD algorithm is defined by user, whit every iteration each IWD will have a tour to
visit all of the city (each IWD will have their owiteration). Below is the IWD algorithm that spéed by
Hamed Shah Hosseini [3] and the block diagram 8PT
Initialization of static parameters.

Initialization of dynamic paraneters.

Spread the IWbs randomy on the nodes of the graph as their first visited nodes.

Add the node just visited to visited node |ist of each |WD.

Repeat steps 5.1 to 5.4 for those IWD with partial solution.

5.1For the IWD residing in node i, choose the next node j, which does not
violate any constraints of the problem and is not in the visited node
list of the IWD.

5.2For each WD nmoving fromnode i to node j, update its velocity.

5.3Conpute the soil.

5.4Update the path soil and IWD soil.

6. Find the current iteration-best solution.

Update soils on the path of current iteration-best solution.

8. Update the total-best solution by the current iteration-best solution if the

current iteration-best solution is better.
9. Increment the iteration counter.
10. Stops with total -best solution

ar®NE

N
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Figure 1. Block diagram of IWD algorithm in solvidgP problem

2.3. Backtrack Algorithm

Backtrack algorithm is one of search algorithm thate promising solution which is optimal
solution. However, this algorithm has the disadagatthat in time/duration to obtain an optimal ol
The approach of this algorithm is try all the atgive choices. Below is the Backtrack algorithm T&P

[4].

CONOURWNE

10.
11.
12.

Function TSP_Backtrack (A, ¢, |engthSoFar, mi nCost)
n < length[A]l //nunber of elenents in the Array A
if ¢ =n
then m nCost € mn(m nCost, | engt hSoFar +di stance[ Al n], A 1]])
else for i € 1+l ton
do Swap Al ¢+1] and Ali] //select Ali] as the next city
newLength < | engthSoFar + distance[ Al ¢], Al ¢+1]]
if newLength >= minCost //this will never be a better solution
then skip //prune
el se m nCost €« min(mnCost, TSP _Backtrack(A, ¢+1, newLength, m nCost))
Swap Al ¢+1] and Ali] // undo the selection
return ninCost

24. TSP Library
To measure the performance of a method or algorittequired a lot of problems that can be
accessed by the public. The problem commonly cabledchmark problems odnstancesor dataset
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Algorithm researchers around the world will be gsihe same problems to compare the performandeeof t
algorithms they created.

For the Travelling Salesman Problem, the probleamske found in TSPLIB, a library consisting of
many problems related to TSP [2]. In TSPLIB libracpst in every edge is mention in the dataset and
usually use Euclidean Distance 2 dimension (EUC. 2Iythematical formula to calculate the distance to
the Euclidean Distance method can be seen below.

COSE= /(Xy = X5)2 + (Y =Y5)2 oo oo (eq. 1)

Which, X; and Y; is coordinate % node and Xand Yz is coordinate ?® node. Below is an example
of TSPLIB dataset.

NAMVE : TSP-n8 > Problem name
TYPE : TSP > Problem type
DI MENSION : 8 Number of city
EDGE_WEI GHT_TYPE : EUC 2D > :
NODE_COORD_SECTI ON Edgeweighttype
1 50 50

2 70 90

3 90 80 . .

4 85 25 City coordinate

5 75 10 Format : <no> <x> <y>

6 53 2

7 8 48

8 8 80

ECF End ofdataset

3. RESEARCH METHOD

The research was begun by studying Travelling &&esProblem and represents it into graph. By
using the graph, IWD will solve the TSP and give tirders of the visited city as an output and time
solving the problem will show.

Collect Problem
and Analyzing
Algorithms

Read TSPLIB

Convert Problem
Problem Format into Graph

Backtrack Intelligent
Water Drops

Time and Result Time and Result
Solution Solution

Compare the
Backtrack and
IWD result

Figure 2. Block diagram of Research Methods

In Backtrack algorithm, the algorithm search thgtreity based on the distance from one city to the
next city until all cities was visited. The distants got by using eq.2 or Euclidean Distance. Backt
algorithm will conduct or try all route/tour possities to find the shortest route by compare ithwihe last
or the best route that have been travelled.

TSP problem that define in TSPLIB library is remmet®d in form of a graph. This is because IWD
algorithm need graph as the input problem. FirstitWD will spread randomly in one of the citiesdahen
the IWD choose the next city based on probabiligt tget from equation found in [1]. After next city
found the amount of soil and velocity is recalcailtd get the actual amount. This process will regzbantil
all the cities was visited and in the last prodeescomplete route/tour will compare with the lesir gets in
every iteration.
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As the final steps, comparison will done by compaoth of the result tour. Time/duration and the
route is used as the comparison factors. The tumatfidn factor represent in hours, minutes, secoadd
milliseconds while route represent in list of thsited city from start city and return to startycitgain.

4. RESULTSAND ANALYSIS

Program is made to compare backtrack algorithm WD algorithm. The program is made using
C# language. As the input, first program read tB€® problem from TSPLIB dataset, explain in chagtér
which is already modified by choosing only seveiify randomly. And as the result, the program wille
out best tour, cost for the tour, and time takefotmd the tour solution. Here are the comparigsults in a

problem Travelling Salesman Problem.

Table 1. The Result of Backtrack and IWD AlgoritimSolving TSP

Number of Differences Backtrack IWD,
City With initial value: Water Drops: 15; Velocity: 108pil:
10000; Tour: 10
Best Tour 0,1,2 43,0 0,3,4,21,0
5 Cost 84 84
Time 00:00:00.0020013 00:00:00.1310859
Best Tour 0,1,24,5,3,0 0,1,24,5,3,0
) Cost 140 140
Time 00:00:00.0010004 00:00:00.0170117
Best Tour 0,1,6 4,5,3,20 0,1,6 4 23
V4 Cost 198 108
Time 00:00:00.0010015 00:00:00.0180156
Best Tour 0,1,6,2,54,3,7,0 0,7,3,2%,1,0
8 Cost 152 152
Time 00:00:00.0070038 00:00:00.0220134
Best Tour 0,3,528,1,7,46,0 0,6,4,8,2,5,3,0
0 Cost 9990 9990
Time 00:00:00.0290209 00:00:00.0260155
Best Tour 0,4,3,5,2,8,1,6,7,9,0 0,46,2,8,16,7,90
10 Cost 330 330
Time 00:00:00.2421638 00:00:00.0300231
Best Tour 0,6,2 10,1,3,5,4,8,9, 7,0 ®,8,4,5,3,1, 10,2, 6,0
11  cost 192 192
Time 00:00:02.5066696 00:00:00.0270189
Best Tour 0,1,2,8,7,09,11,5,6, 4,10, 3,0 1,®8,7,9 11,5, 6, 4,10, 3,0
12  cost 169 169
Time 00:00:28.4319543 00:00:00.0390263
Best Tour 0,4,513,8,7,10,12,11,6,89, 0,4,5,1,3,8,7,10,12, 11,6, 2,9, 0
13 Cost 235 235
Time 00:05:49.5100063 00:00:00.0290197
Best Tour 0,54 10,1,12,13,9,11,3,7,8,® 0,8,6,2,7,3,11,9,13, 12, 1, 10,4 5
14 Cost 182 182
Time 01:17:58.9770850 00:00:00.0310186
Best Tour XXX 0,7, 25, 30, 27, 2, 35, 34, 19,4% 8, 48, 4, 36, 16, 3,
46, 11, 45, 50, 37, 10, 31, 26, 5, 47, 22, 6, 8213, 24,
51 17,12, 40, 39, 18, 41, 43, 14, 44, 32, 38, 932920,
28,1,21,0
Cost XXXXX 450
Time XXXXX 00:00:00.2141409

Backtrack algorithm always find the best tour, seeiits travelling cost. The best tour is get by
compute the distance travelled from start city egtdrn to start city again. From the given resulthie table
above, shown that Backtrack algorithm is good whilecessing problems with few cities which is belb@v
cities. After the problem increases in the numberitees, the process took very long time/duratiorget the
best tour. This is because of combinations of |piggs route for the algorithm is getting bigger.

In other hands, IWD algorithm has the ability tooguce the best tour faster than Backtrack
algorithm while facing the increasing numbers & dities. IWD algorithm also gives out same roike In
Backtrack algorithm but in descending orders. IW@odthm is shown has better performance in
time/duration from 10 cities and above.

From the given result in the table above, IWD athon will give the best time taken to find a
solution if the problem consists of many citiewigit and same best tour or route like in Backtratiown in
problem that have 11 cities. In every iteratioffind the next city to visit, Backtrack algorithmetd all of the
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city that never visited before one by one. Thiaffect the time taken by Backtrack algorithm tadfitne best
solution. The IWD best tour route and travellingtcis same as in Backtrack.

5. CONCLUSION

In this paper, IWD algorithm is compared with Baekk algorithm to benchmark the performance
of IWD. IWD algorithm has better performance in ¢iftluration rather than Backtrack algorithm in fimgli
the optimal solution as the numbers of cities glowtWD algorithm sometimes cannot find the optimal
solution; this is because of the random probabgitjuation [1] that used to find the next city taiti
Comparison using Backtrack algorithm is the best teatest performance of new algorithm, like Irtgint
Water Drops.
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