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Compound nouns are frequently encountered in thamglaf a patent
application. We compared the use of compound nouwalysis to

compound noun morphological analysis as a search method for aindbcuments in patent
information retrieval applications. This paper focused on the claimstewiin the Jepson format
similarity calculation with consideration to Japanese language claims.aBalysis indicated that
morphological analysis the co-occurrence frequency between morphemes ampaund nouns in

claims is significantly different, where the reammce of compound nouns is
significantly less than morphemes. Although thioved to be a useful

feature in precision searches, it was necessamyxtend the meaning of
compound nouns to include a wider range of similacuments. This was
accomplished with the construction of a preliminaegymantic dictionary. An

important feature discovered during the analysis that the position of a
compound noun in a claim affects the meaning ohthun, thus affecting the
search results.
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1. INTRODUCTION
The patent claim is the most important step inghgent application process. A claim has a defined

scope of rights pertaining to an invention. Therefdf the contents of a claim is not well undeostpa prior

art search may not proceed efficiently. Prior a#rsh is an investigation conducted by an applipaot to
patent application to determine whether anotheilaimatent application exists. Despite the posigibof a
similar patent, it is possible to miss it during fbrior art search because of insufficient resedrhbrefore, it

is necessary to understand what is contained wétdlaim to conduct an effective search. For exarripls
difficult to understand claims written in Japanbseause of the following issues:

1) Claims are written in one sentence with no punainat

2) Demonstrative pronouns are not used in a claim;the same words appear repeatedly.
3) Intentional and deliberate use of compound noufreggient in claims.
4) In addition, there are no spaces between wordapankse sentences.

In this study, we find similar documents by applyicompound noun analysis rather than
morphological analysis to show the validity of namalysis. We clarify the problems encounteredririlar
patent searches using compound nouns and desdeilselution to these problems.

Research has recently been conducted on patentngmtwanalysis because of its importance to the
Japanese industry and business interests [1]. &bearch is introduced for evaluation with a variety
methods using test collections, including the patltument, and provides a summary of results frioen
patent search.

A study of patent documents using text mining iadiected in languages other than Japanese. It is
easier to find a similar claim in copyright infriment cases in Chinese patent documents by chepténe
document structure and creating a self-organiziag f@]. The use of semantic analysis and parsirgiiol
patent processing tools increases the overall ptodily of patent attorneys or patent analysts imgd in
claims infringement and validity and quality an&y8]. The evaluation of the similarity betweerotelaims
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on the basis of syntactic and semantic matchingthef natural language text using neuro-linguistic
programming (NLP) is a valuable tool, which comisirsymbolic grammar formalisms with data-intensive
methods while enhancing analysis robustness toyamalatent claims. This methodology can be usethin
patent-related application, such as machine traoslamproving readability of patent claims, infioation
retrieval, extraction, summarization, and generafi}. Another method parses and annotates evertgisee
in a claim and extracts the desired semantic inftion from the text using regular expression patter
matching techniques [5]. One of the methods toshaspatent search involves an analysis of a langeunt
of patent literature, summary extraction, co-ocence word extraction, and the title based on datering
[6]. In the above method, along with creating a nadipatented technology, the authors assert tteat th
method can be used in prior art search and pal&sgification. Finally, a summary of existing sdatools is
discussed in ref. [7].

The majority of proposed methods and tools for miatearch assistance involve performing
semantic analysis and other analyses on the steuofuclaims. However, we have not found any presio
study on the relationship between the position wbed and words extracted from the claims.

1.1. Overview of patent applications

There are many ways to write a claim. The Jepsondbis one possible representation of a claim.
In Japan, many claims are written in this format.this format, a claim is described by a known part
(preamble), characterizing part (body), and subjest (theme). Figurel shows an example of theadeps
format.

Example:

characterized by mixing the D, the method of producing C.
_ preamble

body

theme

Figure 1. Example of a Jepson claim

Patent applicants use an International Patent i@itaggon (IPC) number to classify an invention
according to different categories. The IPC numisensed internationally, and is used to classifyatemt
according on its technical contents. The clasdificais performed depending on the body of knowéedg
relevant to a possible invention and is dividea iaight sections. “Sections” represent the highestl of
hierarchy of the classification.

SECTION A: HUMAN NECESSITIES

SECTION B: PERFORMING OPERATIONS; TRANSPORTING

SECTION C: CHEMISTRY; METALLURGY

SECTION D: TEXTILES; PAPER

SECTION E: FIXED CONSTRUCTIONS

SECTION F: MECHANICAL ENGINEERING; LIGHTING; HEATING; WEAPONS; BLASTING
SECTION G: PHYSICS

SECTION H: ELECTRICITY

Each section is divided into levels that represeterited attributes in the hierarchical level dfet
classifications, and are referred to as a subclkassn group, and subgroup followed by lower clasés,
required. Figure 2 shows the levels of the IPCsifasition number HO4M11/00.

H 01 n 11 Jo0

Sub class
Main group
Sub group

Figure 2. Hierarchy of the IPC number H04M11/00

A patent search unit is also present in the pat#iice of each country, and each office has actess
a search system that is provided by the World letalal Property Organization (an example of adear
screen is shown in Figure 3). We can search fatedlwords and IPC numbers as search terms, but the
original patent documents are not available fopldig.
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Figure 3. Search screen example of the World kdelll Property Organization

2. RESEARCH METHOD

2.1. Comparison of morphological and compound noun analyses

We extracted patent claims from the Industrial Rrop Digital Library (IPDL:
http://www.ipdl.inpit.go.jp/homepg.ipdl). In partitar, we extracted 1200 claims from the Japanese
Unexamined Patent Application Publication. Theseewmllected in sets of 300 from the IPC sectiehdf
H, A, F, and C. Morphological analysis is a teclueighat separates the components of speech for each
sentence. We extracted only nouns in this studycBmpound noun analysis, we u§efmExtract [8], [9]
for compound extraction andermni” [10] to evaluate similarities in a document. Hare assume that the
documents in the same IPC section are relevantdeéfi@e similarity by assuming that cosine similarit
between similar sentences is not zero. The effeetiss of this assumption is proven in the reschgesaed
by applying it to morphological and compound noumalgses. Individual words were weighted using the
term frequency-inverse document frequency (tf-m€thod [11]. Figure 4 shows the average preciaith
recall of the claims in each IPC section using conmal noun and morphological analyses.

secticn

A

value
¢
=}
il (s

T

B category )

Figure 4. Average precision and recall of claimeach IPC section

2.2. Teststo locate similar documentsin IPDL
As an example of a search using the IPDL databhesesearch for documents similar to a specific

patent document. In this case, we use the invemtimnber2010-094649, and a document for inventidv20
90218 is cited as a similar document by a pateatréxer.

Original document

[Application number] 2010-094649

[Title of invention] bubbler

Cited document (Document similar to the original)

[Application number] 2007-90218

[Title of invention] Organic wastewater treatmdamtilities and organic wastewater treatment method
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We apply the IPDL search. When we independentlycbeasing the key word “air supply device”
and the IPC number of the original document, neitl@arch produces similar documents, as shown ldfeTa
1. This indicates the need for a more refined gomus search method during a prior art search.

Table 1. No relevant documents are found in IPDénewhen using a keyword search
(results in the bottom line)

search method search term IPC number synonvms of search term

(BO1/F3/12)or

POBCEE (BO1/D21/02)or BABT IR LT
Air supply device (C02F1 60) ultra fine bubble generation device
Number of results 424 1031 13
presence or absence of : B O

relevant documents

2.3. Creating a semantic extension dictionary of compound nouns

When a patent examiner has judged final rejectfam matent application, other documents are cited
as similar documents. On the basis of this proogescreated a semantic dictionary using rejectedrnpa
information. We select a rejected patent applica(i®C H04M11/00) as an example. We extract comgoun
nouns that appear in each document (the rejectednuent and similar documents). The compound nouns
are compared using the algorithm shown in Figure 5.

Given an input compound noun{X,Y)
X=n1n2...ni (i=noun count)
Y=mlm2..mi (i=noun count)

Compared an mi(i:1-»m) with ni (i:1->n)

STEP1 LOOP nl=mi i:1->m
IF n1=mi
X==Y /* possihility of similar X and Y */
ELSEIFn12miVnlEmi
X=Y /* possibility of semantic similar X and Y ¥/
ELSE
nl<>mi
XY /* possibility of non-similar X and Y */
END OF LOOP

STEP2 LOOP m1=nii:1->n
IF m1=ni
X==Y /* Passibility of similar X and Y */
ELSE IFml=niVmlsni
X==Y /* possibility of semantic similar X and Y ¥/
ELSE
mle>ni
XY /* possibility of non-similar X and Y */
END OF LOOP

Figure 5. Algorithm for compound noun comparison
3. RESULTSAND ANALYSIS

3.1. Availability of compound noun

A morphological search is affected by the frequeoicthe appearance of a word within a document.
Therefore, the recall value using morphologicallgsia is higher than that using compound noun aigly
Morphological analysis results in a range of simidauns that is significantly large to perform a&gision
search.

On the basis of the analysis of the 1200 Japarabes; the “useless” category in Table 2 indicates
that morphological analysis produces many documgras are incorrectly considered to be similartie t
application document.

Table 2. Results of average of recall, precisio, aseless claims

o e - morp_useless comp_useless
section morp_recall comp_recall morp_precision comp_precision

% %
H 0.9925 0.2967 0.2697 0.5600 72.4932 33.4967
A 0.9925 0.8623 0.2612 0.7428 73.6230 22.8779
(& 0.9359 0.1732 0.2547 0.4231 74.0891 44.0067
F 0.9818 0.3661 0.2637 0.5704 73.4974 35.0428
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In contrast, the use of compound nouns does nat haproblem with precision but recall is low.
Thus, it is necessary to process compound nouosdir to increase recall. This is accomplishedughothe
use of a semantic dictionary to define synonymeiletionships among compound nouns.

We examine the compound nouns extracted from efttied 200 claims previously discussed and
focus on the word “device” as used in the termsrédiine bubble generation device” and “air supply
device.” By considering the two compound nounsya®Bymous, it is possible to find relevant docursent
Thus, it is necessary to build a dictionary for pmund nouns to determine whether a concept is
synonymous or has semantic similarity to anothercept. This has the effect of increasing the ramige
potential similar documents.

3.2. Creating a semantic extension dictionary of compound nouns
A semantic dictionary that attempts to provide symoous relationships among compound nouns is
shown in part in Figure 6.
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Figure 6. Part of the semantic dictionary

oo B AEEEE 4 Iepson body BABERT -2 3 5 [epson body T/ TR

The dictionary is based on concept match, broadecapt, and subordinate concept. In this resul;, ith
65% of matches. However, in order to match moreipedy, estimation method from the syntax analisis
required. It is considered necessary match of nioa@ 80% in order to practical use. Therefore,He t
future, the size of the semantic dictionary, thexea need to expand as much as possible to each IPC
classifications.

3.3. Relationship of position of the compound noun

Without considering the position of the compoundimoit was found that the retrieval accuracy
decreases. Using a keyword search, we investigeltether “air supply device” appeared in any positio
the Jepson format. In 424 of these claims founithénlPDL search, a feature of the keyword appemrdide
preamble 81.25% and in the central part 23.68%@ftaim document. In other words, even when ugiag
same compound noun, there are cases where thengedrthe noun changes depending on where it appear
within a document.

4. CONCLUSION

Compound noun analysis is useful to capture theackeristics of text for precision searches. The
frequency of compound nouns that appear in the shooement is less than morphemes, and their sityilar
is lower when searching for similar documents dwyrihe evaluation of the frequency of occurrence of
words. The number of characters in a Japanese tsaapproximately 300 words. In order to perform an
effective search by using limited number of chaextn a claim, it is important to determine theipon of
a compound noun in a claim. Thereafter, becausetbieability of co-occurrence of compound nouns is
smaller than that of morphemes, it is necessagxtend search parameters to some extent. Thugyantie
dictionary is constructed for this purpose. In fature, we will continue to build the compound noun
semantic dictionary and prove its value by perfognisimilar document searches according to IPC
classifications.
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