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calculate similarity The application of robot system by using gray sdakages and pre -
CBIR image process using the Wavelet Haar method, often appdieme error to

calculating similarity matrix values in the idergdtion of a face image. The
results for 1000 samples image, the processing tegeired takes 45-60
second. Thus, it requires the calculating simyjanitith color, texture,
prewitt gradient (call thes€&x andGy). Retrieval (CBIR) is thoughtly more
advantage, with its popularity and generating tegtusing time and
accuracy level parameters. Content-Based in Conteamsed Image
Retrieval (CBIR) works by measuring the similarity dfetquery image
with all the images that exist in the data basethsd the query cost is
proportional to the number of images in the databd$e search for the
most similar image has a range search by perforrimrage classification
that aims to reduce the query cost in CBIR. Impleatén of web-based
attendance system is using in calculating the aiityl This study is aimed
to enable to extract the color features, textuckthe edges of the face image
by using prewitt gradient. The results of the feataxtraction process are
then be used by the software in the learning pm@w in calculating
similarity. The learning image contained in 5 cs®of features, images
stored in data base query are 1000 bmp and jpgeinaagl the image of the
test sample will be sized of 400 x 400. The ressitswed that the color
feature combination, texture and edge detectiorh wtewitt gradient
magnitude, showed a significant effect i.e. highecuracy level than by
using gray scale image with Wavelet Haar Methode Tace image
Calculating similarity takes longer in processingdj which requires 20-40
seconds in time processing.

feature extraction
gradient magnitude prewitt
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1. INTRODUCTION

Robot system by using grayscale images and preceps using the Wavelet Haar method [10],
often applies some error to calculating similanitgatrix values in the identification of a face imadée
results for 1000 samples image, the processing tegaired takes 45-60 second. That is used commonly
often caused error and the process takes 45-60tasirfar facial image identification. Meta image alat
consist of 1000 users ID, and common errors mdsthpened in identifying user ID. It happened beedhs
face image by ID takes longer time in processing @rstill applies Wavelet Haar method. Classificat
process, identifying and counting the same imagslaiity take 65 seconds, then the success ratmlis
65% of the attendance system. Retrieval (CBIR) @senmadvantage in application, with its popularitda
generating test with time and accuracy level patarae Content-based in Content Based Image Retrieva
(CBIR) works by measuring the similarity of the quenage with all the images that exist in the dzdae so
that the query cost is proportional to the numifeémages in the database. Thus, it requires theutating

Copyright © 2013 ISICO



Software Engineering and Design Track 527

similarity with color feature combination, textuamd edge detection with Prewitt Gradient Magnitade
uses larger data storage.

The search for the most similar image has a raepgeck by performing image classification that
aims to reduce the query cost in CBIR. Contentdasage retrieval (CBIR) is a technique in whictames
are indexed by extracting their low level featurasg this image retrieval is only based upon thedexed
image features [1], [15]. In an effective imageiesal system, the user poses a query and thensysteuld
find some images that are somehow relevant to tleeyq Thus, the way of representing the querywhg of
representing the images, and the way of compatiegquery and the images are needed. This kind of
approach is known as querying by content.

2. RESEARCHMETHOD
2.1 Image Retrieval

Image search is a specialized data search useéddidnfages. User may give a keyword, sketch
or an image to search the engine image for retrievthe relatively similar images from the image
databases. The similarity used for searching thageria could be Meta tags, color distributioniinages
and region/shape attributes. Most traditionalthoés of image retrieval utilize some methoids
adding metadata such as captioning, keywords, ecrifgions to the images so the retrieval can be
performed over the annotation words [9]. The litiitas of text-based approach are subjected to human
perception and the problem of annotation of imadesotating every image is a cumbersome and also
an expensive task.

Content-based image retrieval (CBIR) is the aptibeaof computer vision to the image retrieval
problem, that is, the problem of searching for tdigimages in larger databases. The term 'content’
this context might refer to the color, shapes, &extures. The color aspect can be achieved by the
techniques of averaging and histograms [2]-[4]. Theure aspect can be achieved by using prewaft [1
Finally the shape aspect can be achieved by usiwith gradient operators or morphological opermtor
Some of the major areas of application are: Altections, Medical diagnosis, Crime prevention, the
military, Intellectual property, Architectural arghgineering design and Geographical informationva
as remote sensing systems.

2.2. Content Based | mage Retrieval (CBIR)

The images are very rich in the content such amlaor, texture, and shape information which are
presented in them. Retrieving images based on csimilarity is achieved by computing a color
histogram for each image that identifies the prtporof pixels within an image holding specific uab
(that humans express as colors). Color searchésusiilly involve in comparing color of histograms,
though this is not the only technique in practitexture measures look for visual patterns in imaayesb
how they are spatially defined. The identificatminspecific textures in an image is achieved priimdry
modeling texture as a two-dimensional gray levdiat®n. The relative brightness of pairs of pixéds
computed such in the degree of contrast, regulacagrseness and directionality that may be estidnat
Shape does not refer to the shape of an image dbtitet shape of the particular region that is being
sought out. Shapes will often be determined firgtly applying segmentation or edge detection to an
image. Other methods use some shape filters taifigegiven shapes of an image. In some cases, the
accurate shape detection will require human intgiga because methods like segmentation are very
difficult to automate completely. Here are somedssions about shape extractions using edge detecti
masks, like in prewitt gradient operators.

2.2.1. Color Feature

The color feature is one of the most widely usesbiai features in image retrieval, because the
human vision system is more sensitive to color rimiation than the grey values of images [11].
Generally, color features are extracted by usirg ¢hlor histogram technique [12]. The main issues
regarding to the use of color histograms fatexing involve the choice of color space dnel
quantization of the color space. When a percéptn#orm color space is chosen, the uniform
guantization may be appropriate.

hasc(ab,c)=N.Prob(A=a,B=b,C=c)
In this study, the developments of the extractigo@thms follow a similar progression:
a) The Selection of a colour space, d) The Daowatf the histogram distance function,

b) The Quantization of the colour space, e) The fdeation of indexing shortcuts.
¢) The Computation of histograms,
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2.2.2. Shape Feature
Shape is the most important and most powerful featised for image classification, indexing and
retrievals. Shape information extracted using lgiton for edge detection. The edge information i@ th
image is obtained by using the prewitt edge daiadtr]. In shaping, the two edge detection techesqare
applied in comparing between both of these tecleigB8hapes representations can be generally diintted
two categories, they are Boundary-based and Rdipsed, see Figure 1.

LI L '

Figure 1. Boundary-based and Region-based Images

2.3 Prewitt Edge Detection Technique
The Prewitt operator performs a 2-D spatial gradmeasurement in an image. The applying
convolution K to pixel group p can be represented a
1 1

N(x,») =3 M K(jkE)plx-jy-k)
fuml je=-l
The Prewitt Edge Detector uses two convolution &rone is to detect changes in vertical confragtand

the other is to detect horizontal contrast (hy)e Plrewitt Edge Detector uses two convolution kexrahe is
to detect changes in vertical contrast (hx) anddther is to detect horizontal contrast (hy).
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Figure 2. Detect vertical contrast (hx) Figure 8téxt horizontal contrast (hy).

These kernels are designed to respond maximalet@diges, running vertically and horizontally, refat
to the pixel grid, one kernel for each of tihwo perpendicular orientations. The kernels can be
applied separately to the input image, to prodwemakate measurements of the gradient component in
each orientation (call thesBx and Gy). These can then be combined altogether to fired ahsolute
magnitude of the gradient at each point and thentation of that gradient [12], [13]. Typicallfet steps
used to find the approximate absolute gradient iihad@ at each point in an input grayscale imagelman
seen as follow:
a) The Prewitt edge detector uses a pair of 3x¥alation masks, one is to estimate the gradienién

x- direction (columns) and the other is to estintategradient in the y-direction (rows).
b) A convolution mask is usually much smaller thiag actual image. As the result, the mask isaligr

the image, manipulating a square of pixels at &tim

c) If we define A as the source image, and Gx@gdare two images which at each point contain
the horizontal and vertical derivative approximasipthen the masks will be marked as follows:

-1 01 -1 -1 -1
-1 01

-1 01 1 11
Gx Gy

The magnitude of the gradient is then calculatédguthe formula:
|64 Gx+Gy
d) Approximate magnitude can be calculated using:
|G| = |Gx]| + |Gy|
€) The angle of the orientation of the edge (relativthe pixel grid) which is giving rise to the
spatial gradient is given b = arctanGy/ Gx) , Whene, = st/sx, Gy =st/sy

Edge detection is very important in the image asialyAs the edges give the idea about the
shapes of objects present in the image, they afilu®r segmentation, registration, and identiiica of
objects in a scene. An edge is a jump in intenSitye cross section of an edge has the shape ofi@a[&,

[6]. An ideal edge is a discontinuity (i.e., a ramfih an infinite slope). The first derivative asses a
local maximum at an edge. The various gradientapes used for edge extraction is Prewitt. Prewitt
Operator is a discrete differentiation operatomnpating an approximation of the gradient of the gma
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intensity function. The Prewitt operator is basedamnvolving the image with a small, separable, and
integer valued filter in horizontal and verticateatition and is therefore relatively inexpensivaarms of
computations.

3. RESULTSAND ANALYSIS

In our system, we propose a multi feature extractieethods e.g. color, texture, prewitt gradient,
Gx and Gy edge detection techniques. The Applinatigstem is done in two stages, processing of ilegrn
and classification. Input learning process is apss by learning the input image stored in thebdesa with
a different class and index image data in a datlasinput data for searching similarity imagese Th
application of the system is web-based. The systédhtalculate and display the similarity of 5 inesgyat
once. Displayed image will be classified by colexture and prewitt gradient (call theG& andGy). The
overall system is shown in Figure 4. The resultdeofeature extraction in learning process caleutae
similarity. 1000 images contained in the 5 cladsasning features is stored in query data base em@pe
size of the image test samples is 400 x 400.

5)
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Figure 4. System Overview

3.1. User Management and User List
The stages of the user list and Management of usemtained in Figure 5. Figure 6 Stages,
the attendance systems shows the results as follow:
a. The system can store the entire data membterindude: image, image index, ID and user name.
b. The system provides a facility used to captiueeuser's face capture, and store the database db
Feature. c. Pre-process the image, i.e. the calexture, gradient prewitt (call the&x and Gy)
measuring 400 x
400.

Management of user used input data and image @apturcomplete users’ bio-data and to
capture the image that has been entered as afatie input image with a database image of theptam
contained in Figure 5 and Figure 6 as a list ofsugkttendance sytem by user could be seen by
displaying color imagery, texture, and prewittdjest (call thes&xandGy).
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Figure 5. User Management Figure 6. User List

3.2. Learning Process

Learning process is the input of a collection @frleng software image that has been known as the
class label. All learning process will be extracitsdimage with color, texture, and the gradiergwgtt (call
theseGx and Gy). The results of the feature extraction proceds vei stored in the image database. The
following are the steps being taken in the prooé$sarning test:
a. Read the data bitmap and jpeg image learning
b. Feature extraction processes are texture, tirgnaidient (call thes&x andGy).
c. Save on ramp session in dB Session
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3.3. Classification
Classification process is a testing image procdsshwis making the process of feature extraction.
The results of the feature extraction stored in $#ssion will be compared with the features stored i
database image classification. The Tests are grmate the class label image and to display thegedone
in most similar ways. The Steps in classificatioogess can be seen as follow:
a. Read the data bitmap, jpeg and image testing
b. Feature extraction processes are: colour,iexpuewitt gradient, Gx, Gy.
c. The test results that image feature extraciiod learning features images stored in the
database classification. Image database contaalsl@00 images with 5 categories, see Figure 7.
d. Vote to determine the class label image
e. Display the most similar images based toeir colour, texture, prewitt gradient Gy
and automatically connect to the data base oftteedance.
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Figure 7. Some Images Samples from session Imatg&se

3.4 Implementation And Result

The implementation of the system is using php vestnl computer specs ASUS i3 Processor (2.1
GHz) with 2 GB RAM. The corresponding result penfisrimage classification process and displays the 5
most similar images based on the original imagdute, gradient prewitt (call theséx andGy). Picture test
results obtained in accordance with the ID test, mame displayed in attendance system based on the
appropriate systems, tests are provided in Figui@sts on the same image classification took @naae of
20-40 seconds, see Figure 9.

40-60 m20-40 m0-20

Figure 8. Display the 5 most similarity images Fe@A. Result Times

4. CONCLUSION

The results of the testing system performed imagssification and displayed 5 most similar
images which are; the original image, texture, gnatdprewitt, Gx and Gy. The test resulted for &rtings
on the image was to obtain the right result, andaénordance with the ID, and the name listed in the
attendance system. Results showed that the conuinat features of color, texture and edge detectio
prewitt with gradient magnitude gave a significaitect to a higher level of accuracy than byngsi
grayscale images with Haar wavelet method. The fat®ge in Calculating similarity requires longer
processing in time, approximate in 20-40 seconds.
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