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Metadata Federated SPARQL Query Frameworks have been actideleloped
Dashboard recently. Such a system consists of federatedneagas a mediator and a
Dashboard design group of SPARQL Endpoints. The mediator receivesiaryyfrom a client

and distributes it to relevant SPARQL Endpoints.tiies core component of
federation systems, existing evaluation methodelgisually only test the
federated engines regardless of the capacity dEh®RQL Endpoints. Most
evaluations are chiefly concerned about the spé#tecengines response as
the sole indicator for federation performance. Hgrnthe development of
federation systems focuses primarily on sourdecsen and join query
optimization in the mediator. Several approachesgme set of sub-queries
into one query to reduce the response time. Howe8®ARQL Endpoints
have a restriction to accept a query request iertio period of time and
return the results per query request. We henceumed an experiment to
evaluate federation frameworks by measuring thesponse time and data
transfer between mediator and the SPARQL Endpointslitionally, we
introduce a set of new metrics that are more slagiteb assess the
performance of federation frameworks performance an range of
environments.
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1. INTRODUCTION

As of March 2013, SPARQL 1.1 has became a standard to query Linked Patantroduces
federation features namel$ERVICE and VALUES keywords to merge data from multiple SPARQL
Endpoints. The(SERVICEkeyword allows us to specify the destination alud query, whereasALUEScan
limit the size of intermediate results by filteritige result with the desired value. However, duthéolack of
data knowledge location, determining data locatitiie writing a query is a hard task. In orderackie that
issue, a number of federation frameworks provideediator to receive queries from the user and ptelde
guery destination based on the data catalogue, 3 KRQL Query and data indexing.

The characteristics of the federation over SPAR@Uoints has similar to the characteristics of the
federated databases where the data are distrilatte@dultiple locations. As a result, the networkican
influence the federated SPARQL query engines. A$iden multiple locations, this system consists of
heterogeneous systems in terms of hardware andaeft Therefore, it is a big challenge to asses the
federation framework performance. As of out todagdBench [11] is the only benchmark proposed for
testing the performance of the federation over SBARENndpoints and federation over single RDF
repositories. As complementary, it comes with ttatis dataset from cross domain and life scienceaain,
and static query set. To assess the federatiororpsathce, it provides two metrics: Loading Time and
Response Time. The loading time refers to the reduiime to load the RDF data from the RDF Dump.
Hence, it is only applicable for Federation overgie RDF repositories. Those metrics are deperuetiie
federation framework environment such as networkdbadth, CPU speed, memory capacity, application
etc. Consequently, it is hard to generate a gelddsird for federation benchmark. In this work, nteaduce
a set of independent metrics to evaluate the féidergperformance by observing the federated engine
architecture and the data transmission betweemétiator and SPARQL Endpoints.

1 http://www.w3.org/TR/spargl1l-query/
2 http://www.w3.org/standards/semanticweb/data
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2. RESEARCH METHOD

As the primary component of the federation framéudhe existing evaluation methodologies
usually only test the federated engines regardiésse capacity and restriction of the SPARQL End{s
within framework. In general, public SPARQL endpsiprevent us to send query more than one query in
one second. Moreover, it usually only returns resalmore than 2000 rows. In terms of query exeaytit
sometimes rejects the expensive query to be execlitmse limitations of SPARQL Endpoint can leadht®
uncompleted results, execution time out and otlssuds. In order to investigate the performance of
federation framework, we propose new metrics thatrelated to the SPARQL Endpoint as part of fetitema
framework.

In summary, our contributions are stated as follows

= we introduce a set of independent metrics thatmaoee suitable to assess the performance of
federation frameworks performance in a range ofirenments.

= To conduct a comprehensive evaluation, we alsoga®pnetrics that are partially dependent to
SPARQL Endpoint.

= We investigate several indicators to observe théopmance of federation system. Eventually, we
can give recommendation to optimize query planaing execution.

The rest of this paper is organized as follows:tiSec2 describes the state of art of the existing
evaluation of Federation over SPARQL Endpoints fammrk. We introduce set of metrics that are silétab
to asses federated SPARQL Engines in Section &r#érds, we conduct an evaluation and analysis the
result in Section 4. Lastly, we conclude our warlSection 5.

3. RELATED WORKS

Federation over SPARQL Endpoints is still relativédr from maturity, only few works have been
focusing on Federation Benchmark. [5, 9, 3, 2] m@aheir own test bench to evaluate the federatio
system. As a notable state of the art of federdirmmchmark, FedBench[11] has been applied to cartpar
existing of federated engines [6, 12, 13, 8]. [@3hducts a large scale experiment over life seietatasets.
The datasets are set up in two strategies: lockrédion and hybrid federation. Apart from thepmsse
time, [8] also calculates minimum, maximum and ager number of relevant sources. In order to tackle
some of FedBench limitations, [7] provides additibvariables and dimensions such as data paititicend
network latency. To measure the federation framks/grerformance, it computes the Endpoint Selection
Time, Execution Time and Answer Completeness.

4. FEDERATION FRAMEWORK PERFORMANCE

Aforementioned existing evaluations only focusedtmspeed of the mediator response as the sole
indicator for measuring federation performance.geese time and Endpoint Selection time depenchen t
environment. A benchmark should produce the sawgltrin a range of environments (small and lagdes
systems) to provide a good standard. Thereforqrapgose following metrics that can be suitableval eate
federation performance:

4.1. Independent Metrics
There are three types of data metric units aridiming query execution, namely rows, requests and
bytes. Those data metric units can present theof@stmmunication between federated engine and SHAR
Endpoints. Based on data transactions betweenetherdted engine and SPARQL Endpoints, we identify
independent metrics as follows :
= Number of requests (RQ) refers to the number of SPARQL queries (ASK, SEIEC
CONSTRUCT, DESCRIBE) delivered by a federated emginSPARQL Endpoints.
= Number of ASKs (ASK) Several approaches deliver ASK SPARQL query td finsuited source
for certain sub query[12,4]. The basic idea of #tistegy is discovering the relevant source with t
minimum communication cost as the ASK SPARQL quarly returns a boolean value.
= Sizeof intermediate results (IR) A query can be answered by only one SPARQL Endpbirt the
result is commonly retrieved from multiple SPARQLndpoints. To compute the size of
intermediate results, we count the total numberowis received by the federated engine during
guery execution.
=  Maximum Triples (MAX) is defined as the maximum size of intermediatsulte obtained in the
runtime per query request.
=  Amount of data sent and received (DSR)
Apart from rows calculation, we also consider t@wfify the data transmission in bytes unit. The
current of federated engines only estimated the @ardinality based on the number of triples,
subjects, objects and predicates. In fact, the murabrows cannot reflect the actual of the amount
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of data transmitted. Different triples have differeizes in bytes. The literal object could contain
more characters than URI object. There are divedsifjuery forms transmitted from mediator to
SPARQL Endpoints to accomplish a query executiomnsequently, the mediator sends different
amount of data according to number of charactesed to formulate a SPARQL Query.
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data source
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Figure 1. The Relation between Independent Metizcs Federated Engine Components

Besides calculating data transmission, we measuraber of Selected Sources (SS). SS presents
the number of SPARQL endpoints involved to accosipbne query execution. A query can be answered by
either partial or all sources. The effectivendssoairce selection can be shown from the numb&RHRQL
Endpoints accessed. Since it is hard to distingwisich query that is part of the source selectiorcess or
not, we ignore ASK SPARQL query which is delivetedhe sources.

Above independent metrics are influenced by thategry employed in the federated engine
components. According to our federated engine tachire observation [1], we find a relation among
independent metrics and federated engine compsrentdepicted in Figure 1. Obviously, ASK and SS
values rely on source selection strategy. Theyjaptimization approach at Query planning and Efeau
affect IR and MAX values. As data transmission esaluring source selection and query executiorRDS
and RQ are influenced by source selection, quemrphg and execution.

4.2. Independent Metrics

As part of federation framework, a SPARQL endpaah induce the performance of the overall
federation framework. However, most of the currenmaluation approaches disregard the existing of
SPARQL Endpoint. Hence, the query optimizationhe federation engine only focus on how to get the
results shortly without considering SPARQL Endpodatpability. For instance, FedX [12] proposed the
bound join strategy to merge a number of interntediasult variables in one query. In theory anghid
condition, it can reduce the number of requestssiz®l of intermediate results. However, it consumesh
bandwidth to receive the result from SPARQL Endpdiforeover, the federated engine could communicate
more than one request to a SPARQL Endpoint in @ogeof time. Consequently, SPARQL Endpoint
workload tends to be high. In order to keep theasnability of SPARQL Endpoint server, a SPARQL
Endpoint sometimes rejects an expensive query ahdreturns limited number of triples. Ultimatelthe
query answer could be incomplete. Based on thereagon of the capability of SPARQL Endpoint, we
generate semi-independent metrics from independetrics :

* Request Workload (RW) Generally, public SPARQL Endpoint does not allosvta send many
requests in one interval of time. Hence, we defieguest workload as Number of Requests is
divided by Response Time and Number of Sourcestaele

e Average Intermediate Results (AIR) One SPARQL query can return zero or many rowsrtter
to decrease bandwidth usage, it usually limitsathgwer size in a certain number of rows. AIR can
indicate the capacity of SPARQL Endpoint to ansavguery.

e Average Data Received (ADR) is defined as the amount of data received bydHerated engine in
bytes per query request. The high value of ADR iespla costly communication between the
Federated engine and SPARQL Endpoints.

5. EXPERIMENT AND RESULT
In order to investigate the performance of thetegsfederation frameworks from different metrics,
we performed a comprehensive experiment on Ubuimux.64 bits. We set up three SPARQL Endpoint
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servers and the federated engine in one machinedivVited Dailymed dataset based on its classes: Drugs,
Ingredients and Organizations and stored themffardnt SPARQL Endpoints. We run 16 queries defimed
[10] on FedX [12], Splendid [4] and DARQ [9] fe@¢ion engines. Each query was executed for thneesti
DARQ failed at Query 4 and 5 since these queriesado unbound predicate, while FedX can not perfatm
Query 6 because of evaluation time out.

All frameworks have a source selection stratelggrefore number of source selected results in all
queries were the same (Figure 7). In general, dste$t response time was done by FedX (Figurew), b
FedX communication is costly (Figure 3). As depitin Figure 4, all frameworks generally producke t
same size of intermediate results. FedX does nué lthe data catalogue to predict the data location,
consequently, the number of requests and ASK SPARDEedX is higher than other federated engines
results (Figure 5 and 6). Only Splendid and FediXegate ASK query during execution. As seen in Fedir
and 11, the lowest value of ADR and AIR were achitby FedX, since it employs the bound join strnateg
As a result, FedX Request Workload is lower thanR@Aand SPLENDID requests workload (Figure 10).
The speed of mediator can be main indicator of rigen performance, but other metrics should be
considered to assess the federation performancenstance, although FedX can answer queries quiakl
produces too many requests than can lead to the pedormance of SPARQL Endpoint. The
communication cost can not be only described byatherage size of intermediate results, but theameer
data received should be taken account. As showhignre 8 and 11, the value of AIR generated by
SPLENDID is higher than the value of AIR generatgd DARQ, but SPLENDID produced less amount of
data received.

6. CONCLUSION AND FUTURE WORKS

We have presented an holistic evaluation of thetieg federation SPARQL Engines by introducing
two types of metrics: independent metrics and sadependent metrics. The independent metrics are no
influenced by the evaluation environment such asvowking and application. These metrics includes
Number of Requests, Number of ASKs, Size of Inteliate Results, Amount of Data Sent and Received and
Number of Selected Sources. Most of those metries abtained from data transmission between the
federated engined and SPARQL Endpoints. As patti@federation framework, we proposed three nwetric
that are associated with SPARQL Endpoint capaoifynely Request Workload, Average Answer Size and
Average Data Received.

On the one hand, the speed of the federated emngia@swer a query can be main indicator of
federation performance, but on the other handyritetimes leads to expensive communication suchhigha
number of requests delivered in a certain intenfalime and high data transmission. In real caseh
condition can significantly impact on SPARQL Endpoperformance. Eventually, it will also affecteth
whole federation system. Hence, the federated erdgnweloper should consider an approach to minithize
number of Requests in a periode of time such alyiagpwindow size in query execution strategy.

Federated engine mainly applies the cardinalitymedton based on how many tuples or rows
selected which is more suitable for single RDF gueptimization. Since the federation framework
encounters network communication issue, a weigHtingtion should be assigned to the object wittriag
value. The literal value especially string, conssmmore bandwidth than URI value.

3 http://wifo5-03.informatik.uni-mannheim.de/daitgd/
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