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MySOL Server Cloud computing is a colllection of the integratadmu';ing systems
MySOL Cluster over a network, and bem_g one of the many technesothat are
Cloud Computi currently carried out various development efforBor database
puting ) :
Performance systems, cloud technology using MySQL as one ofoapfor its
database management. For huge traffic in the chystem, MySQL
cluster has better performance than the non-clusbert the
comparison is not known yet. This research aimgind a good
comparison of performance between MySQL Server siy$QL
Cluster on cloud computing system, by measuring tipiel
parameters using the simple, complex, non-trarmaaitiand read-
only method, with various request maximum from 1@@@ 50000
The result are in terms of time, the MySQL Servesi®cessing
speed is better than MySQL Cluster, but for tleefgrmance,
MySQL Cluster is still better, since it has higradability feature.
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1. INTRODUCTION

Cloud computing is a distirbuted computing overeawork and have ability to run program on
many computer devices. Cloud computing become npagular for the researchers, professionals, or
companies. The aim of the cloud computing is tdyappditional supercomputing to perform tens dfdns
computations per second, such as to deliver peligedanformation, or to provide data storage. Tothis,
cloud computing using networks as connection teapata processing across them. Cloud compuéisg h
gained rapid adoption for the last three years aparate sought more efficient and effective ways i
utilizing its IT investment. It provides ability fazloud consumers to use or implement flexible acalable
services without having the computing resourcetaliiesl directly on consumer’s system [1]. Becausthat
cloud computing being used to minimize the usaxg of computing resources [2].

One of important thing in cloud computing is datayider technology or it more be knowing as
database technology. There are two primary metlaodsone optional methods to run a database on the
cloud; Virtual Machine Images and Database asrac&e and managed database hosting on the clotitbas
optional method, but in this paper we do not descabout the methods to run database on the cloud.

MySQL as one of database technology which ofterduis cloud computing system. MySQL is an
open source Relational Database Management SyR&BBNIS) that runs as a server providing multi-user
access to a number of databases [3]. To provide digilability, and high throughput with low latgnand
allowing near linear scalability, MySQL developedy®QL Cluster. Firstly, MySQL Cluster designed
specifically for enterprise-based telecommunicatia@ompany that desperately needs actuality and the
liveliness of the database. Database of thesgani®s, in addition to large capacity also hasrg gh
avialability [4].
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In order to providing a good service for users, database-based application needs to deliver high
performance and scalability. In addition, it re@gicomplete data availability, which includes faalérance,
service uptime, and throughput. This study discaiske performance of MySQL Server and MySQL with
clustering over the cloud computing system usingB&ych. SysBench is a modular, cross-plaform and
multi-threaded benchmark for evaluating operatiygjem parameters that are important for a systeming
a database under intensive load. SysBench alsiblfleas a testing utility that allows a variety different
test modes [5].

2. RESEARCH METHOD
In this research we proposed stages of researchopotbgy design to measure the database with
server and the cluster.

*On the MySQL Serverjust using one host. then, thehost connected
tonetwork from switch. MySQL Clugter using 5 Hosts, with 2
Topolooy WL Nodes, 2 SQLNodes and 1 Management and alzo designed

Design testbed along the network topology. )

5

sTnstalation My SQT. Server and Clhister nsing CentOS 6 in computer
System gerver, OS Linux Ubuntu 12.01 for the client.

Instalation )

+Thetesting conducted on the My SQL Server and My SQL Cluster h
williload Ly usingsysbeuch. The sysbenchinstalledin a dient (Lal
System connectedtoalocal network and accesgable to the tested web

Testing HEIVer. J
N\
+Meceagurctheperformance bazed on 4 methods; read
Data only, simple, complex, and nontr.
Analysis J

Figure 1. Phase of Research Methodology
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Figure 3. MySQL Cluster Topology
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3. RESULTSANDANALYSIS
Non-transactional method will do, UPDATE on the findex columns, queries DELETE, and
INSERT queries on the database will be testededwl+only method, will do all possible to do but UFIE,
DELETE, and INSERT. We used some testing methasly #re Read only, Simple, Complex, Non-trx. We
compared MySQL server and MySQL cluster for eaclhow with comparison of the thread and request

time.

3.1 Chartsof Testing M ethod
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Figure 6. Complex with 10000 until 50000 maximumuest

Copyright © 2013 ISICO



548 |Software Engineering and Design Track

0.8
0.7
0.6

Non-Trx 10.000 Request

Non-Trx 50.000 Request

¥ e
5]

= 05 - 25
204 e 2
g —&#—server non-trx g —&—server non-trx
Fos3 F1s
&— —— cluster non-trx ~fli—cluster non-trx
0.2 + * < * 1 * * L *
0.1 0.5
0 T T 0 T T T
30 60 90 120 30 60 90 120
Thread Thread
Figure 7. Non-Trx with 20000 until 50000 maximunguest
Read Only & Simple 10.000 Read Only & Simple 50.000
Request Request
= 2 0
¥, =
i 315 A
E == PRead Only Server E / \ =#=FRead Only Server
1.5 10
'.z 1 == Read Only Cluster ',: / h —ll—Rcad Only Cluster
E 0.5 Server Simple E 5 Server Simple
@ 0 ,mﬁ —3é— Cluster Simple 2 0 f—%— == Cluster Simple
30 60 an 120 30 60 9an 120
Thread Thread

Figure 8. Standard Deviation Read Only and Simpte ®0000 until 50000 maximum request
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Figure 9. Standard Deviation Complex and Non-Trthwi0000 until 50000 maximum request

Based on the charts for each testing method v@f0Q until 50000 maximum request, it explained
that the completion time in MySQL server is fagtean MySQL cluster. Nevertheless, MySQL cluster has
high availability and scalability rather than MyS@erver, since the cluster can replicate the datath of

the nodes.

4. CONCLUSION

For the time aspect MySQL server is faster than @lySCluster, because in the cluster the data
replicated, and it consume processing time. HoweMy/SQL has other advantage, like availability for

replicate data among the nodes, and it make th&hily in cluster higher than the server.
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