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Until now, academic data only used for the purpasfesalculating GPA,
graduation requirements, transcripts, and othessgsises related to reports
and regular information. Academic data might beeanendous source of

Academic Mining
GPA Prediction

Naive Bayes Classifier information on educational improvement. One of itifermation which can

Simple linear regression be exploited is information on the predictive vahfestudent in the future
Guardianship period (e.g. the next semester).

Faculty trustee This study attempted to use a data mining apprtatielp the guardianship

process. The guardianship only needed the estimatege of GPA value to
be able to determine whether the student is irsétfie position or not based
on academic rules and regulations.

Data pre-processing implemented feature selectioaw selection,

discretization and data sampling to get the besulre This study

implemented Naive Bayes Classifier (NBC) and simpiedi regression as
the prediction method. The result from both methails be compared at

last.

Comparison results from NBC and simple linear regmessn several

scenarios shown that NBC with data sampling got #& bccuracy among
other scenarios. The result means that data miapgroaches is worth
enough to be considered as a solution for predjcstudent's academic
success.
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1. INTRODUCTION

Student academic success is the desire of all pedpilustry also desires to get high quality
graduates. However, even a higher education itistitdnas difficulties to control the success of sihadents.
Each person is unique, and has unstable emotidiesefore, the treatment of each student must affer d
from one anothoer according to their charactesstithis reason makes the faculty trustee’s taskypre
heavy.

Prediction of student academic success ideallyireg different supporting data, such as the result
of psychological tests, college entrance test tesuydrevious GPA, family profiles, regional profile
economic status, and the activities carried owuthgents during college and so on. Unfortunateig, mot an
easy thing to obtain all of the data and merge a&ingle set of data. This study attempts tozatitiata
consisting of GPA per semester from each studethterQlata still cannot be used because there dte aju
lot of missing data from the institution’s infornat system.

Prediction of the next GPA based on historical dathies is feasible. The students and faculty
trustee need to know the prediction’s result t@bke to estimate their difficulties in the fututestituition’s
rules have an important role here, such as a mmir@PA policy of each level. Furthermore, the academ
success of the students could be detected edriler data used as input in the system can medgednring
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process of the system. Faculty trustee can optitiee@ duty to be able to guide and assist studants
overcoming their academic difficulties by utilizitige results of this prediction system.

There are many researches on student performardéiction. One of those research used several
methods, such as Naive Bayes Classifier (NBC), d48,Multi Layer Perceptron (MLP). The researclultes
stated that NBC had the best perform among thee thmethods using historical GPA and student’s pofil
data [1].

This study uses data that similar to the data useprevious research. As we know previous
research shown that the best method is NBC, sosthoidy tries to apply NBC. NBC can handle both
numerical and categorical data with the class labeh the nominal data type. Moreover, we plan to
complete data with various nominal and numericah dauch as gender, birth location, economic status,
student’s activities, etc. Unfortunately, this stuslill uses only the numerical data due to thé latother
supporting data. Since numerical data is usedrebelt of the experiment using NBC will be compabsd
the result of the simple regression. This studyiote student success in four category (poor,catitigood,
and very good). Oversampling techniques overcolmegntbalanced data problem which occured in tha dat
set. Prediction results will be one important cdesition in the mechanism of guardianship. Thecatit
student will need more attention from the facultystee.

Bayesian classifier is a statistical-based classifihe classifier is able to predict the likelikdoof
membership of a class, for example the possibility tuple of data is a member of a particularI&BC is
one of the simplest Bayesian classifier. NBC waggollows [2]:

a. D is a training set that contains the data tuplple data is represented by n-dimensional atgilector,

X = (x1, X2 ... %), where n indicates the number of attributes.

b. Suppose there are m classes,Gz ... Gn.

Given a tuple X, the classifier will predict that iX a member of a class that has the highest
posterior probability on condition X. Thereforecén be formulated that X is a member of the dlasé and
only if it meets the following requirements: P dXQ) P (G)>P (X | G) P (G), where I<j<mand #].

This study also uses regression analysis becaligeedictor and class labels are numerical data.
Straight line regression analysis or better knowrsianple linear regression will select predictdtrifaute)
that produces the lowest squared error. It involveéssponse variable y, and a single predictaalbke x. It
is the simplest form of regression, and model yaad@mear function of x. That is y =gm wix. The
coefficients, w and w can be solved by the method of least squares, vdstimates the best-fitting straight
line as the one that minimizes the error betweenattual data and the estimate of the line. LeteDab
training set consisting of predictor variable, & §ome population and their associated valuesefgponse
variable, y. The training set contains data pofrig),(X2,y2), --- , (X, ¥i). The coeeficients can be estimated
using the equations in figure 1 [2].

wp =V — WX
Figure 1. The regression coeficients equations

2. RESEARCH METHOD
Figure 2 represents the method applied in thisystud

Data acquisition » Literature Review > Data Pre-
Processing
Analysis Result = Experiment

Figure 2. Research procedure
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This study has data from SISFO division of Insétof Technology Telkom. The data consists of
GPA records per semester in one program study.ofiginal data consists of attributes: ID, high saho
hometown, GPA, semester period, academic year amdnt student status. The data contains many mgissi
value in some of the attributes. We removed théates wich has more than 80% missing value.

We process the raw dataset into the data set ¢laatyrto use in the classification process. The
number of rows of the data set represents the numibstudents and number of columns represents the
attributes. We apply some treatment to the datader to solve the problem occured in the dateh &s the
incomplete data entry and also empty value caugelebleave policy applied in the system. Numeritzth
input is rounded up to one decimal point to getdvatesult. We uses attributes data in both nurakend
nominal type for NBC implementation, and numeriygle for the simple regression. The study will camap
the accuracy results from those scenarios.

The class label that will be predict (poor, critjiggod, very good) is formed from the value of GPA
in the next semester. The class label will be regmeed by numbers, which are can be treated asrioamer
categorical data type. Table 1 show the labeliriggria equivalent with the class which want to peedh
this study. The label data was formed from the Gi#P3th semester.

Table 1. Labeling Criteria

Range Values Label | Class
0.0-1.9 0 Poor
20-24 1 Critical
25-29 2 Good
3.0-4.0 3 Very Good

Based on the class category, the data distribuiggach class is not balanced. We use SMOTE for
balancing the data set to apply over sample onntlm®rity data, since SMOTE is good for solving the
imbalance data set. SMOTE create a synthetic d#tterrthen duplicate the same data from the mindeta
[3]. We set 100% oversampling on the category @ @ategory 1 with 3 nearest neighbor. We will use t
data with and without sampling and compare theltes last.

We use WEKA 3.7 [4] to execute the experimentds Btudy use 10-fold cross validation to get a
fairer accuracy result. The research analyze therément result i terms of its performance andatation to
the purpose of this study.

3. RESULTSAND ANALYSIS

The result of each scenario is shown on Table 2.

Table 2. Comparison Result of Experiments

Scenario Accuracy on Train Set Accuracy on CrossVal

NBC + Data Numeric + SMOTE 67.85% 67.54%
NBC + Data Nominal + SMOTE 76.92% 70.92%
NBC + Original Data Numeric 65.85% 64.84%
NBC + Original Data Nominal 72.97% 63.41P6
Simple Linear Regression + Original Data 47.36% 38%
Simple Linear Regression + SMOTE 58.15% 58%

Based on the results shown in Table 2, applying NB®& balancing and transforming data numeric
into nominal get the best accuracy on about 70%lsth shows that NBC and simple linear regressitn g
their best accuracy by applying balancing data¢gssdefore prediction.

Referring to the original purpose of that prediatis intended to help faculty trustee to perform
guardianship mechanism, then the prediction esafery risky when the data are included in the poat
critical category are incorrectly predicted as gaod very good category, which means that the stadee
assumed to be in a safe position, while the tratkhey are not. Table 3 shows incorrect data ptiedic
examples. It can be seen from the table that tieemmovement on the fluctuating value of GPA each
semester, even some of the data shows a fairlgregtimovements. Such conditions presumably influgtnce
by outside factors other than academic. So it cartdncluded that the prediction error are madetdue
limited data.
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The same condition also can be seen in the reksimple linear regression which has prediction
data >= 0.5 far from the actual data. The data @kesrare shown in Table 4.

Table 3. False predicted data examples (NBC)

predicted
sml sm2 sm3 sm4 idxsm5 idxsm5
3.6 2.5 3.3 2.3 3 0
3.5 2.8 2.6 2.8 3 0
2.8 2.9 3 2.6 3 0
2.6 3.1 3.2 2.2 3 1
2.8 2.5 3.3 2.3 2 0
3.1 1.1 3 1.7 2 0
2.9 2.8 3 2.3 2 1
3.1 2.5 2.7 2.2 2 1

Table 4. False predicted data examples (simpladiregression)

Sml | Sm2 | Sm3 | Sm4 | Predicted | Sm5 | Predicted | Actual
Smb5 class Class

3.7 3.3 3.6 3.2 3.2 2.1 3 1

2.3 2.0 2.3 3.0 3.1 1.y 3 0

3.3 1.7 1.5 3.0 3.( 1.6 3 0

4. CONCLUSION

With accuracy above 70%, prediction GPA categargag NBC to aid the process of guardianship
is worth enough to be considered, although therpeters of the process of balancing the data habewt
performed optimization significantly.

Further study is needed to get better accuracyltraad reduce false prediction in case of higher
data prediction for the low actual data. Additiomi#ta such as the entrance examination score,ndtude
activities, student family profile, the level of@mmic can be more valuable to get the better ptiedi
Exploring on other classification method may praelbetter results
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