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Abstract 

The method to solve the nonlinear differential equation with variable coefficients is presented in this work. 
The method is based on the application of general Riccati equation, which is substituted into the considered nonlinear 
equation and produce polynomial equation. The polynomial order higher than four is reduced into the fourth order 
and solved by radicals. The solutions of the Riccati and polynomial are then combined performing the complete 
solution which is smooth for all time. 
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1. Introduction 

Many of the more realistic modeling in the dynamical systems are based on nonlinear differential 
equations [1]. The application sometimes involve with variable coefficients [2]. It is well-known that the 
qualitative analysis of the nonlinear differential equations is sufficient to know the global behavior on the 
solutions [3,4]. However, the concepts will not be very useful until the explicit solutions are produced. 
The explicit solutions are capable to describe the detail features of the systems [5]. They may also help to 
extend the existence, uniqueness and regularity properties of the solutions which are obtained from 
qualitative analysis [6,7].   

Therefore, method for generating analytical solutions of the nonlinear differential equations is 
important from both physical and mathematical point of views [8]. The case of control system with 
nonhomogenous physical property such as in vibration waves is of particular interest because it resulted 
in the model with variable coefficients. Since that specific problem attracts many mathematicians and 
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physicists, the methods to obtain exact and approximate solutions are tackled systematically and some 
interesting results may be produced [6,9,10].  

In this paper, the following class of equation will be discussed, 
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which the method for obtaining exact solutions is conducted by using the Riccati equation. The procedure 
for obtaining the solutions is derived in a quite simple way which is based on the substitution into the 
considered equation. The resulting expression is then produced polynomial equation which then 
combined with the solution of the Riccati to form final solutions.  The method that is explained in this 
work is new and the results may have significant contributions in the area of differential and integral 
equations. 
 

2. Method of Generating Solutions 

Let us consider the following nonlinear differential equations with variable coefficients,  
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The solution of (2a) is constructed from the following Riccati equation, 

2
1 2 3

y
a y a y a

t


  


                   (2b) 

with, 1 2,a a  and 3a  are variable coefficients. Before substitute (2b) into (2a), the following relation is 

produced, 
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 The procedure described in (2b – d) will produce the following system, 
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where ra  are the coefficients from the substitution into (2a). Firstly, the Riccati equation is transformed 

as in the following, 
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(3c) then has a closed-form exact solution which  1 2,b b and 2A are redefined. The solution will  leave 1A  

as an arbitrary function.   
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Let, 2A u Z , the equation can be rearranged as, 
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 Multiply by the function   and differentiate (3d) once to perform the non homogenous 

equation, 
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where   will be determined later. Suppose that, 
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The equation is then rewritten as, 
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                


 
      

 

                     (6c) 

The equation for H  becomes, 
3 2

5 53 2
0

H H H
tb b

tt t

  
  

 
              (7a) 

with, 
2

3 34
5 3 3 4 32

3 4 3

1 1 1 1 1
2

A bb
b b A A A

b t t b t t t b t tt

 
   

     

                 
                     

                  

. Equation (7a) can be transformed into, 

2
5 5 0

K
K tb k b

t


   


 

with, t
KdtH

e
t






 . The above relation has 
1

t
 as a particular solution, the general solution is governed by 

1 1
K

t l
  , which resulted in, 

5
2 2

1 1 2
0

tbl

t tl ll l


    


 or 5

2
1

l
tb l

t t

  
   

  
           (7b) 

The solution for 
2

1

A
 is then, 
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1
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1 1

4 4
2

1 2 2
exp exp

1 1
1 4 1 3 42

1 1 1 1

1
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t t t t t

dtKdt
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tb dt tb dt dt C dt tb dtt t tt t

t t t

H e dt C e dt C
A

C e e dt C C e t e dt C dt C
t

  





    
         

       

  
       
    

 
   

       
     

 



    

 

  

                                (7c) 
The equation (3c) becomes,  
 

2
1

1 2 12
1 1 2

1 1 1
0

bZ Z
A A A

b t t A t A tt

       
        

         

          (8a) 

The solution for the Riccati equation is then, 

1 1
2 2

1 1

2

1 1 2

1
1 1

2 1 1 2 2 1 1 2 2
1 2

1 1 1

1 1t t

a a
a dt a dt

a t a t

t t

Au Z
y

a u t a Z t A

A C A A e dt C C A A e dt C
a t A


    

    
    

  
     

   

    
                    

 
 

        (8b) 

where 2A  is determined by (7c). 

 
Thus, the procedure leaves 1A  as an undefined variable, this proves lemma 1 

 
Since the solution of the polynomial by radical is limited to the fourth order, the reduction of 

polynomial order should be performed. The interested reader will find the method of reduction in [11]. 
 

Theorem 2: Consider the solution of the equation (3c) as described by (8b). By combining with the root of 
polynomial,  y t , the resulting expressions thus complete the solution of the system defined byRiccati 

and polynomial equations.      
 
Proof: Let y   is the polynomial solution, the combination with (8b) will determined 1A  as, 

 

1
2

11

1

1 3 2
2

1 t
t

a
a dt a dta tA C e A e

A t


 

    
 

  
  

               (8c) 

which then proves theorem 2. 
 
3. Solution Properties 
 

Now we are at step to answer and proof the questions of existence and uniqueness of smooth 
solution.  Since the coefficients of the Riccati equation are arbitrary, they can become powerful objects to 
justify the properties under general initial-boundary conditions.  
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3.1. Uniqueness Property 
 

Let us consider the second order ODE which the solution and initial condition are related as, 

1 2Y y y   and      1 20 0 0 0Y y y   . Substituting the solution pairs into (8b) will then produce a 

unique solution for y  since it is from linear ODE. As for the polynomial solution, under the proper 

selection of coefficients will also produce a unique solution. 
 

3.2. Existence and Regularity Properties 
 

Apart from uniqueness, the existence and regularity properties depend on the chosen function of 
the variable coefficients of Riccati equations, ia . Also the proper selection of coefficients will produce 

    for all time. 

 

4. Conclusions 

 The method for the generating solution of the nonlinear differential equation is proposed in this 
article. The main strategy is to substitute the Riccati equation into the considered equation. The resulted 
polynomial is then solved by radicals and combined with the solution of the Riccati equation. It is shown 
that the method can obtain the solutions of arbitrary coefficients and arbitrary order in closed-form. The 
solution is exist and smooth for all time. We plan to conduct the applications in our future works.  
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